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#### Abstract

The purpose of this work was to study spectral and Cauchy problem for the mechanical system consisting of three rods, two of them being identical and connected with the third one by linear elastic elements. We stated the corresponding spectral problem and studied its spectrum. Findings of the research show that eigenfunctions of the considered spectral problem are classified according to the irreducible representations of the finite group of transformations despite the fact that the initial equations system admits continuous (Lie) transformation groups. We considered the weak solution of Cauchy problem and revealed its simplification in case of special "symmetrical" form of initial conditions and right-hand side of the corresponding operator equation system
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Introduction. In the natural vibrations problem symmetry of mechanical system plays an important role. The representation theory of symmetry groups is an approach which allows recognizing and exploiting the influence of the system symmetry on the corresponding spectral problem. The main result of the representation theory with respect to spectral problems can be formulated in the following theorem [1].

Theorem. Let linear operator A commutes (permutable) with the representation operators of symmetry group $G$ and has a discrete spectrum of eigenvalues with finite multiplicity, then its eigenfunctions are basis functions of group $G$ irreducible representations.

As a result, with help of projection operators on subspaces of irreducible representations, spectral problem can be solved in these subspaces [2] which usually have lower dimension than initial space [3].

This approach has been successfully applied to mechanical systems with a finite number of degrees of freedom [4] (molecular vibrations [5], mass-spring models of mechanical systems [6, 7], finite element and finite difference models [8-10] etc.). In this case the symmetry group is a finite group, usually represented by spatial symmetry of the system, and the irreducible representations and their respective projectors can be easily found with the tables of characters of the finite groups irreducible representations [11].

If the mechanical system includes a continuous medium, it is much more difficult to determine the symmetry group only out of the spatial symmetry, since the displacements of the system are described by differential equations in partial derivatives, which generally have the continuous symmetry groups [12].

The complete set of differential equation system symmetry groups can be obtained by universal algorithms [13]. And it is also possible to write irreducible representations and corresponding projectors for continuous groups [14]. But the irreducible representations of continuous groups were found only for some particular cases [15]. For an arbitrary continuous group, finding them is quite a challenge. Also for the boundary value problems, this approach requires the invariance of the manifold defined by boundary conditions, which is not always possible to follow [16].

But there are special cases when obtained continuous symmetry groups illustrate linearity of the operator, corresponding to the original differential equations system, and in addition includes some finite group of permutations. Then, taking into account that eigenfunctions set is not invariant under linear transformations, eigenfunctions of this operator can be classified according by the irreducible representations of obtained permutations group or its subgroup, with respect to which the boundary conditions are invariant.

In this paper one of such cases was considered. Using an approach based on the theory of both finite and continuous groups we have obtained and then verified symmetry classification of eigenfunctions of the operator, generated by the natural vibrations problem of the rod system.

The problem statement. We will consider a mechanical system consisting of three linear elastic rods of length $l$, two of which have the same inertia and stiffness characteristics and are connected by linear-elastic connections with a third rod different from the first two, in crosssection with the coordinate $x=l$. We denote the stiffness and distributed mass of the rods as $p_{j}(x)$ and $m_{j}(x), j=0,1,2$ respectively for central and lateral rods. Functions $p_{j}(x) \in \mathrm{C}^{1}[0, l], \quad m_{j}(x) \in \mathrm{C}^{0}[0, l], \quad j=0,1,2$ are bounded positive functions of coordinate $x$.

Displacements of the rods cross-sections


Fig. 1. Rod system of three rods $u_{j}(x, t), j=0,1,2$ along the axis $X$ are defined by the equations

$$
\begin{equation*}
m_{0}(x) \frac{\partial^{2} u_{0}(x, t)}{\partial t^{2}}-\frac{\partial}{\partial x}\left(p_{0}(x) \frac{\partial u_{0}(x, t)}{\partial x}\right)=q_{0}(x, t) \tag{1}
\end{equation*}
$$

$$
\begin{align*}
& m_{1}(x) \frac{\partial^{2} u_{1}(x, t)}{\partial t^{2}}-\frac{\partial}{\partial x}\left(p_{1}(x) \frac{\partial u_{1}(x, t)}{\partial x}\right)=q_{1}(x, t) \\
& m_{2}(x) \frac{\partial^{2} u_{2}(x, t)}{\partial t^{2}}-\frac{\partial}{\partial x}\left(p_{2}(x) \frac{\partial u_{2}(x, t)}{\partial x}\right)=q_{2}(x, t) \tag{1}
\end{align*}
$$

Where $q_{j}(x), j=0,1,2$ are bounded functions of coordinate $x$ which determine the external loads.

Boundary conditions for cross sections with coordinates $x=0$ and $x=l$ are given by

$$
\begin{align*}
& u_{0}^{\prime}(0, t)=u_{1}^{\prime}(0, t)=u_{2}^{\prime}(0, t)=0 \\
& p_{1}(l) u_{1}^{\prime}(l, t)+k\left(u_{1}(l, t)-u_{0}(l, t)\right)=0  \tag{2}\\
& p_{2}(l) u_{2}^{\prime}(l, t)+k\left(u_{2}(l, t)-u_{0}(l, t)\right)=0 \\
& p_{0}(l) u_{0}^{\prime}(l, t)+k\left(2 u_{0}(l, t)-u_{1}(l, t)-u_{2}(l, t)\right)=0 .
\end{align*}
$$

To state evolutionary problem we will add to (1), (2) the initial conditions

$$
\begin{align*}
& u_{j}(x, 0)=\psi_{j}^{0}(x) \\
& \frac{\partial u_{j}}{\partial t}(x, 0)=\psi_{j}^{1}(x), \quad j=0,1,2 . \tag{3}
\end{align*}
$$

Operator statement. We assume Hilbert space

$$
H=\left(\sum_{j=0}^{2} \oplus L_{2 j}\left([0, l], m_{j}(x)\right)\right) \Theta\{1\}^{\mathrm{T}}
$$

vector functions $U(t)=\left\{u_{j}(t)\right\}^{\mathrm{T}}$, where $u_{j}(t) \in C^{2,2}\left(L_{2 j}\left([0, l], m_{j}(x)\right),[0, \infty)\right)$. Vector $F(t)=\left\{f_{j}(t)\right\}^{\mathrm{T}}$, where $f_{j}(t) \in C\left([0, \infty), L_{2 j}\left([0, l], m_{j}(x)\right)\right)$ and $f(x, t)=$ $=\frac{q_{j}(x, t)}{m_{j}(x)}$.

The inner product in $H$ is defined by

$$
\begin{equation*}
(\mathrm{V}, \mathrm{~W})=\sum_{j=0}^{2} \int_{0}^{l} m_{j}(x) v_{j} w_{j} d x \tag{4}
\end{equation*}
$$

Let the matrix operator $A=\operatorname{diag}\left(-\frac{1}{m_{j}(x)} \frac{\partial}{\partial x}\left(p_{j}(x) \frac{\partial}{\partial x}\right)\right)$ has domain $D(A): \Omega U(t)=0$, where $\Omega$ is an operator of the boundary conditions (2).

From (1)-(3), we obtain the nonhomogenious Cauchy problem for the hyperbolic operator equation:

$$
\begin{gather*}
\ddot{U}(t)+A U(t)=F(t) \\
U(0)=\Psi^{0}, \dot{U}(0)=\Psi^{1} \tag{5}
\end{gather*}
$$

Spectral problem for the operator $A$. Let us assume $F(t)=0, U(t)=U e^{i \omega t}$, where $U$ is the eigenfunction, $\omega$ is the natural frequency of the rod system. We obtain the spectral problem for the operator $A$

$$
\begin{equation*}
A U-\lambda U=0 \tag{6}
\end{equation*}
$$

where $\lambda=\omega^{2}$.
Lemma 1. The operator $A$ is unbounded, self-adjoint and uniformly positive in $H$ operator. The squared norm in the energetic space of the operator $A$ is given by

$$
\|U\|_{A}^{2}=\sum_{j=0}^{2} \int_{0}^{l} p_{j}(x)\left(\frac{\partial u_{j}}{\partial x}\right)^{2} d x+k \sum_{j=1}^{2}\left(u_{0}(l)-u_{j}(l)\right)^{2}=2 \Pi>0
$$

Proof. Uboundedness of operator A directly follows from that every matrix element of $A$ is ubounded. Direct evaluation of $(A U, V),(U, A V)$ and $(A U, U)$ shows that $A$ is self-adjoint and uniformly positive in $H$.

Similarly to work [17], we formulate a theorem on the spectrum of the operator $A$.
Theorem 1. The operator $A$ has a positive real discrete spectrum of eigenvalues

$$
0<\lambda_{1}<\lambda_{2}<\ldots<\lambda_{k}<\ldots, \quad \lambda_{k} \rightarrow \infty
$$

and the system of complete and orthogonal in spaces $H$ and $H_{A}$ eigenfunctions $\left\{U_{k}\right\}_{k=1}^{\infty}$, with the following orthogonality conditions

$$
\begin{gather*}
\left(U_{k}, U_{s}\right)=\sum_{j=0}^{2} \int_{0}^{l} m_{j}(x) u_{k j} u_{s j} d x=\delta_{k s} \\
\left(U_{k}, U_{s}\right)_{A}=\sum_{j=0}^{2} \int_{0}^{l} p_{j}(x)\left(\frac{\partial u_{k j}}{\partial x}\right)\left(\frac{\partial u_{s j}}{\partial x}\right) d x+  \tag{7}\\
+k \sum_{j=1}^{2}\left(u_{0}(l)-u_{k j}(l)\right)\left(u_{0}(l)-u_{s j}(l)\right)=\lambda \delta_{k s}
\end{gather*}
$$

Proof. Positive and real properties of the spectrum follow from Lemma 1. Discreteness of spectrum follows from Sobolev's embedding theorem which is proved for this problem by comparison of norms in space $H_{A}$ and Sobolev space $W_{2}^{1}$.

Lie symmetries analysis of the spectral problem. We will consider that inertialmass characteristics of the rods do not depend on the coordinate $x$

$$
\begin{align*}
& p_{1}(x)=p_{2}(x)=p_{s} \\
& p_{0}(x)=p_{0} \\
& m_{1}(x)=m_{2}(x)=m_{s}  \tag{8}\\
& m_{0}(x)=m_{0}
\end{align*}
$$

Problem (6) corresponds to a system of differential equations

$$
\begin{align*}
& \frac{p_{0}}{m_{0}} \frac{d^{2} u_{0}(x)}{d x^{2}}+\lambda u_{0}(x)=0 ; \\
& \frac{p_{s}}{m_{s}} \frac{d^{2} u_{1}(x)}{d x^{2}}+\lambda u_{1}(x)=0 ;  \tag{9}\\
& \frac{p_{s}}{m_{s}} \frac{d^{2} u_{2}(x)}{d x^{2}}+\lambda u_{2}(x)=0 .
\end{align*}
$$

Let the $M \subset X \times U$ is open subset of space $X \times U$, where $X:=\{x\}$, $U:=\left\{u_{0}, u_{1}, u_{2}\right\}^{\mathrm{T}}$. We define the space $X \times U \times U^{(1)} \times U^{(2)}$, which is a second prolongation of space $X \times U$. Here $U^{(i)}:=\left\{\frac{d^{i} u_{0}}{d x^{i}}, \frac{d^{i} u_{1}}{d x^{i}}, \frac{d^{i} u_{2}}{d x^{i}}\right\}^{\mathrm{T}}, i=1,2 . \quad$ In the space $X \times U \times U^{(1)} \times U^{(2)}$ the subset $M^{(2)}$ corresponds to a subset $M$.

Mapping $\Delta=\left\{\Delta_{1}, \Delta_{2}, \Delta_{3}\right\}$ defined by left-hand side of system (9) translates $M^{(2)}$ into three-dimensional Euclidean space: $\Delta: M^{(2)} \rightarrow \mathbb{R}^{3}$. System (9) defines a subvariety $\wp_{\Delta}^{(2)}=\left\{\mu \in M^{(2)}: \Delta(\mu)=0\right\}$ consisting of its solutions.

Definition 1 [13]. A local group of transformations $G$ acting on an open subset $M \subset X \times U$, is the symmetry group of the system of differential equations (9), if its prolongation leaves the subvariety $\wp_{\Delta}^{(2)}$ invariant, i.e. for $\forall \mu \in \wp_{\Delta}^{(2)}$ it follows that $\mathbf{p r}^{(2)} g \mu \in \wp_{\Delta}^{(2)}$, where $\mathbf{p r}^{(2)} g$ is a second prolongation of the group $G$.

We will obtain the Lie algebra of infinitesimal generators $\mathrm{v}_{i}$ that meet the criteria of the infinitesimal invariance of the system (9) using known methods [13, 16]:

$$
\begin{equation*}
\mathbf{p r}^{(2)} \mathbf{v}_{i}\left(\Delta_{v}(\mu)\right)=0, \quad v=1,2,3, \tag{10}
\end{equation*}
$$

where $\mu \in \wp_{\Delta}^{(2)}$.
The Lie algebra of infinitesimal generators of the system (9) symmetry groups is determined by 12 vector fields

$$
\begin{align*}
& \mathbf{v}_{1}=\frac{\partial}{\partial x} ; \mathbf{v}_{2}=u_{0} \frac{\partial}{u_{0}} ; \mathbf{v}_{3}=u_{1} \frac{\partial}{u_{1}} ; \mathbf{v}_{4}=u_{2} \frac{\partial}{u_{1}} ; \mathbf{v}_{5}=u_{1} \frac{\partial}{u_{2}} ; \mathbf{v}_{6}=u_{2} \frac{\partial}{u_{2}} ; \\
& \mathbf{v}_{7}=\sin \left(\sqrt{\frac{\lambda m_{0}}{p_{0}}} \cdot x\right) \frac{\partial}{u_{0}} ; \quad \mathbf{v}_{8}=\cos \left(\sqrt{\frac{\lambda m_{0}}{p_{0}}} \cdot x\right) \frac{\partial}{u_{0}} ; \quad \mathbf{v}_{9}=\sin \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right) \frac{\partial}{u_{1}} ;  \tag{11}\\
& \mathbf{v}_{10}=\cos \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right) \frac{\partial}{u_{1}} ; \quad \mathbf{v}_{11}=\sin \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right) \frac{\partial}{u_{2}} ; \quad \mathbf{v}_{12}=\cos \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right) \frac{\partial}{u_{2}} .
\end{align*}
$$

One-parameter groups $G_{i}$ generated by the vector fields (11) $\mathrm{v}_{i}$ act as follows:

$$
\begin{align*}
& G_{1}:\left(x+\varepsilon, u_{0}, u_{1}, u_{2}\right) ; \quad G_{2}:\left(x, e^{\varepsilon} u_{0}, u_{1}, u_{2}\right) ; \quad G_{3}:\left(x, u_{0}, e^{\varepsilon} u_{1}, u_{2}\right) \\
& G_{4}:\left(x, u_{0}, u_{1}+\varepsilon u_{2}, u_{2}\right) ; \quad G_{5}:\left(x, u_{0}, u_{1}, e^{\varepsilon} u_{2}\right) ; \quad G_{6}:\left(x, u_{0}, u_{1}, u_{2}+\varepsilon u_{1}\right) ; \\
& G_{7}:\left(x, u_{0}+\varepsilon \sin \left(\sqrt{\frac{\lambda m_{0}}{p_{0}}} \cdot x\right), u_{1}, u_{2}\right) ; \quad G_{8}:\left(x, u_{0}+\varepsilon \cos \left(\sqrt{\frac{\lambda m_{0}}{p_{0}}} \cdot x\right), u_{1}, u_{2}\right) \\
& G_{9}:\left(x, u_{0}, u_{1}+\varepsilon \sin \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right), u_{2}\right) ; \quad G_{10}:\left(x, u_{0}, u_{1}+\varepsilon \cos \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right), u_{2}\right) \\
& G_{11}:\left(x, u_{0}, u_{1}, u_{2}+\varepsilon \sin \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right)\right) ; \quad G_{12}:\left(x, u_{0}, u_{1}, u_{2}+\varepsilon \cos \left(\sqrt{\frac{\lambda m_{s}}{p_{s}}} \cdot x\right)\right) \tag{12}
\end{align*}
$$

The group $G$ corresponds to invariance of solutions under translations along the $X$ axis. For the boundary value problems, this group is not a symmetry group. The groups $G_{2}, G_{3}, G_{5}$ illustrate the linearity of the operator $A$. The groups $G_{4}$ and $G_{6}$ represents the ability of permutation of the functions $u_{1}(x)$ and $u_{2}(x)$ in the system (9). The invariance of the solutions on the summation with the fundamental solutions of equations (9) is shown by the groups $G_{7}-G_{12}$.

Symmetry classification of the operator $A$ eigenfunctions. Lie symmetry analysis allows us to formulate following result.

Theorem 2. Eigenfunctions of the operator $A$ are the basis functions of the irreducible representations of the group $S_{2}$.

Proof. It was shown above that besides the linearity of operator A functions $u_{1}(x), u_{2}(x)$ are permutable. Set of these permutations can be described as a finite group, isomorphic (by Cayley's theorem) to the group $S_{2}$.

Since invariance of equality $A U-\lambda U=0$ with respect to permutations has been shown in symmetry analysis of the system (9), then the invariance of problem (6) requires the invariance of the set $D(A)$ under group actions.

The group $S_{2}$ consists of two elements: the identity element $g_{I}$ and permutation $g_{1-2}$. In the space $H$, representation of the group $T\left(S_{2}\right)$ consists of two matrix operators $T\left(g_{I}\right)$ and $T\left(g_{1-2}\right)$, corresponding to elements of the group.

$$
T\left(g_{I}\right)=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{13}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) ; \quad T\left(g_{1-2}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

Substitution of vector components $T\left(g_{I}\right) U$ and $T\left(g_{1-2}\right) U$ in equations (2) shows that the set $D(A)$ is invariant under the representation $T\left(S_{2}\right)$. Then for the problem (6) it follows that $A T\left(S_{2}\right) U_{k}-\lambda_{k} T\left(S_{2}\right) U_{k}=0$, where $U_{k}$ is an eigenelement of operator $A$ corresponding to its eigenvalue $\lambda_{k}$.

As a result operator $A$ is commutative with the operators of the representation $T\left(S_{2}\right)$, and in this case, from the Wigner theorem [18] and Theorem 1 on the spectrum of the operator $A$, it follows that eigenfunctions of operator A are basis elements of the irreducible representations of the group $S_{2}$.

The characters $\chi^{(\alpha, \beta)}$ of the irreducible representations $\alpha$ and $\beta$ of the group $S_{2}$, and the characters $\chi^{(\tau)}$ of regular representation $\tau$ of the group $S_{2}$ in the space $H$ are shown in Table 1.

Table 1
Characters of representations of the group $S_{2}$

| Representation | $g_{1}$ | $g_{1-2}$ |
| :---: | :---: | :---: |
| $\alpha$ | 1 | 1 |
| $\beta$ | 1 | -1 |
| $\tau$ | 3 | 1 |

Projectors on the subspaces of irreducible representations in space $H$ are given by

$$
\begin{align*}
& P^{(\alpha)}=\frac{1}{2}\left(T\left(g_{I}\right)+T\left(g_{1-2}\right)\right)  \tag{14}\\
& P^{(\beta)}=\frac{1}{2}\left(T\left(g_{I}\right)-T\left(g_{1-2}\right)\right)
\end{align*}
$$

For the eigenfunction $U_{k}$ that belongs to the subspace of $i$-th irreducible representation, take place following equations [19].

$$
\begin{equation*}
P^{(i)} U_{k}=U_{k} \tag{15}
\end{equation*}
$$

It follows that the eigenfunctions of operator $A$ that belong to the subspace of irreducible representation $\alpha$ have the coordinates $\left\{u_{0}, u_{s}, u_{s}\right\}^{\mathrm{T}}$; the elements that belong to the subspace of irreducible representation $\beta$ have coordinates $\left\{0, u_{s},-u_{s}\right\}^{\mathrm{T}}$. It is also necessary to note that, by virtue of the theorem on the orthogonality of characters of irreducible representations [18], the spaces of irreducible representations are orthogonal. The subspaces of irreducible representations are found as follows:

$$
\begin{aligned}
& H=H^{(\alpha)} \oplus H^{(\beta)} \\
& H^{(\alpha)}=P^{(\alpha)} H \\
& H^{(\beta)}=P^{(\beta)} H
\end{aligned}
$$

Solution of the spectral problem. Let us assume that

$$
\sqrt{\frac{\lambda m_{0}}{p_{0}}}=\Lambda, \sqrt{\frac{m_{s} p_{0}}{p_{s} m_{0}}}=a, \frac{p_{0}}{k}=b, \frac{p_{s}}{k}=c .
$$

Taking into account the boundary conditions (2) for coordinate $x=0$, the solutions are given by

$$
\begin{align*}
& u_{0}(x)=C_{0} \cos (\Lambda \cdot x) \\
& u_{1}(x)=C_{1} \cos (a \Lambda \cdot x)  \tag{16}\\
& u_{2}(x)=C_{2} \cos (a \Lambda \cdot x)
\end{align*}
$$

For the subspace $H^{(\alpha)}$, we have $u_{0}(x)=C_{0} \cos (\Lambda x) ; \quad u_{1}(x)=u_{2}(x)=$ $=C_{1} \cos (a \Lambda x)$. Due to calculate eigenvalues $\lambda$ we obtain characteristic matrix $L^{(\alpha)}$ by substituting the functions (16) to the boundary conditions of (2) for the coordinate $x=l$ :

$$
L^{(\alpha)}=\left(\begin{array}{cc}
-\cos (\Lambda l) & -c a \Lambda \sin (a \Lambda l)+\cos (a \Lambda l)  \tag{17}\\
-b \Lambda \sin (\Lambda l)+2 \cos (\Lambda l) & -2 \cos (a \Lambda l)
\end{array}\right)
$$

The eigenvalues $\lambda$ corresponding to the elements of this subspace are the roots of the determinant of the matrix $L^{(\alpha)}$ :

$$
\begin{align*}
\operatorname{det}\left(L^{(\alpha)}\right)= & b \Lambda \sin (\Lambda l)(\cos (a \Lambda l)-c a \Lambda \sin (a \Lambda l))+  \tag{18}\\
& +2 \cos (\Lambda l) c a \Lambda \sin (a \Lambda l)=0
\end{align*}
$$

Let us assume that $C_{1}=1$. Eigenfunctions of the subspace $H^{(\alpha)}$ are given by

$$
\begin{gather*}
u_{0}(x)=-\frac{(\mathbf{c a} \Lambda \sin (\mathbf{a} \Lambda \mathbf{l})-\cos (\mathbf{a} \Lambda \mathbf{l}))}{\cos (\Lambda l)} \cos (\Lambda x)  \tag{19}\\
u_{1}(x)=u_{2}(x)=\cos (a \Lambda x)
\end{gather*}
$$

Highlighting of the part of the coefficient for $u_{0}(x)$ in (19) was made for convenience of further statement.

For the subspace $H^{(\beta)}$ we have $u_{0}(x)=0, u_{1}(x)=-u_{2}(x)=C_{1} \cos (a \Lambda x)$. Similar to subspace $H^{(\alpha)}$ we obtain for subspace $H^{(\beta)}$ when $C_{1}=1$ :

$$
\begin{gather*}
L^{(\beta)}=(-c a \Lambda \sin (a \Lambda l)+\cos (a \Lambda l)) \\
\operatorname{det}\left(L^{(\beta)}\right)=-(\mathbf{c} \mathbf{a} \Lambda \sin (\mathbf{a} \Lambda \mathbf{l})-\cos (\mathbf{a} \Lambda \mathbf{l}))=0  \tag{20}\\
u_{0}(x)=0 \\
u_{1}(x)=-u_{2}(x)=\cos (a \Lambda l)
\end{gather*}
$$

Now let us will consider the solution of the spectral problem (6) in the initial space $H$. By substituting the functions (16) into the boundary conditions of (2) for the coordinate $x=l$, we write characteristic matrix for the calculation of the eigenvalues $\lambda$ :

$$
L=\left(\begin{array}{ccc}
-\cos (\Lambda l) & -c a \Lambda \sin (a \Lambda l)+\cos (a \Lambda l) & 0  \tag{21}\\
-\cos (\Lambda l) & 0 & -c a \Lambda \sin (a \Lambda l)+\cos (a \Lambda l) \\
-b \Lambda \sin (\Lambda l)+2 \cos (\Lambda l) & -\cos (a \Lambda l) & -\cos (a \Lambda l)
\end{array}\right) .
$$

Eigenvalues $\lambda$ are the roots of the matrix $L$ determinant:

$$
\begin{align*}
\operatorname{det}(L)=(\mathbf{c a} \Lambda \sin (\mathbf{a} \Lambda \mathbf{l}) & -\mathbf{c o s}(\mathbf{a} \Lambda \mathbf{l}))(b \Lambda \sin (\Lambda l)(\cos (a \Lambda l)-c a \Lambda \sin (a \Lambda l))+ \\
& +2 \cos (\Lambda l) c a \Lambda \sin (a \Lambda l))=0 \tag{22}
\end{align*}
$$

Let us assume that $C_{2}=1$, then the eigenfunctions (16) are written as follows:

$$
\begin{gather*}
u_{0}(x)=-\frac{(\mathbf{c} \mathbf{\alpha} \Lambda \sin (\mathbf{a} \Lambda \mathbf{l})-\cos (\mathbf{a} \Lambda \mathbf{l}))}{\cos (\Lambda l)} \cos (\Lambda x) \\
u_{1}(x)= \\
=\frac{(b \Lambda \sin (\Lambda l)-\cos (\Lambda l))(\mathbf{c a} \Lambda \sin (\mathbf{a} \Lambda \mathbf{l})-\cos (\mathbf{a} \Lambda \mathbf{l}))-\cos (\Lambda l)(c a \Lambda \sin (a \Lambda l))}{\cos (\Lambda l) \cos (a \Lambda l)} \times  \tag{23}\\
\times \cos (a \Lambda x) \\
u_{2}(x)=\cos (a \Lambda x) .
\end{gather*}
$$

The expression (22) for the determinant of matrix $L$ consists of two multipliers, the first of them is highlighted in bold and equal to $\operatorname{det}\left(L^{(\beta)}\right)$, up to sign. If this multiplier is equal to zero, then found eigenvalues will coincide with the eigenvalues corresponding to the eigenvalues of the subspace $H^{(\beta)}$. In this case, in (23) the function $u_{0}(x)$ will be identically zero, and $u_{1}(x)$ will be equal to $-u_{2}(x)$.

The second multiplier in (22) coincides with $\operatorname{det}\left(L^{(\alpha)}\right)$ and the eigenfunctions corresponding to zeroes of this multiplier will belong to $H^{(\alpha)}$. The coefficient of $\cos (a \Lambda x)$ in (23) becomes equal to one.

In addition to the decomposition of the initial space to subspaces of smaller dimension, we can divide the whole spectrum $\sigma(A)$ of the operator $A$ to corresponding subspectra

$$
\begin{equation*}
\sigma(A)=\sigma^{(\alpha)}(A) \cup \sigma^{(\beta)}(A) \tag{24}
\end{equation*}
$$

defining equations of which (18), (20) have simpler form than initial one (22).
In summary the group-theoretic approach shown above has allowed us to simplify the solution of the spectral problem.

Numerical example. Let us assume that $a=1,3, b=2,5, c=0,7, l=1$. The diagrams $\operatorname{det}\left(L_{(\alpha)}\right)$ and $\operatorname{det}\left(L_{(\beta)}\right)$ are shown at the figures $2 a$ and $2 b$, respectively. Diagrams for $\operatorname{det}\left(L_{(\alpha)}\right), \operatorname{det}\left(L_{(\beta)}\right)$ and $\operatorname{det}(L)$ are shown at figure $2 c$.

We will give the values $\Lambda$ corresponding to the first 4 eigenvalues of the operator A (see Table 2) and diagrams of eigenfunctions corresponding to them (Fig. $3 a-d$ ). Here eigenfunctions were normalized by their maximum value in $[0, l]$.


Fig. 2a. Diagram of $\operatorname{det}\left(L_{(\alpha)}\right)$


Fig. 2b. Diagram of $\operatorname{det}\left(L_{(\beta)}\right)$


Fig. 2c. Combined diagram of $\operatorname{det}\left(L_{(\alpha)}\right), \operatorname{det}\left(L_{(\beta)}\right), \operatorname{det}(L)$

Table 2
Eigenvalues of the operator $A$

| No. | $\Lambda$ | Subspectrum |
| :---: | :---: | :---: |
| 1 | 0,75 | $\sigma^{(\beta)}(A)$ |
| 2 | 0,95 | $\sigma^{(\alpha)}(A)$ |
| 3 | 2,62 | $\sigma^{(\alpha)}(A)$ |
| 4 | 2,71 | $\sigma^{(\beta)}(A)$ |



Fig. 3. $(a-\Lambda=0,75 ; \sigma-\Lambda=0,95 ; c-\Lambda=2,62 ; d-\Lambda=2,71)$
Summary of the results obtained above is written in the form of the following theorem.

Theorem 3. Spectrum of the operator A consists of two subspectra:

$$
\sigma(A)=\sigma^{(\alpha)}(A) \cup \sigma^{(\beta)}(A)
$$

Eigenfunctions of the operator belong to the subspaces $H^{(\alpha)}$ and $H^{(\beta)}$ respectively, so that $H=H^{(\alpha)} \oplus H^{(\beta)}, H^{(\alpha)}=P^{(\alpha)} H, H^{(\beta)}=P^{(\beta)} H$ where $P^{(\alpha)}, P^{(\beta)}$ are orthogonal projectors onto subspaces of irreducible representations of the symmetric group $S_{2}$.

Solution of the Cauchy problem. If the initial conditions and the right side of the Cauchy problem considered above, transforms under irreducible representations of group $S_{2}$ (e. g. belongs to spaces of these representation) results of symmetry classification of the corresponding spectral problem eigenvalues are useful in following solution and analysis of the problem (5).

We will consider a weak solution of the problem (5). In the metric of space $\tilde{H}=H \oplus\{1\}$, operator $A$ eigenfunctions decomposition of the solution $U(t)$ is given by:

$$
\begin{equation*}
U(t)=\sum_{k=0}^{\infty} \varphi_{k}(t) U_{k}, \varphi_{k}(t)=\left(U(t), U_{k}\right) \tag{25}
\end{equation*}
$$

where the coefficients $\varphi_{k}(t)$ are solutions of the Cauchy problems

$$
\begin{gather*}
\frac{d^{2} \varphi_{k}(t)}{d t^{2}}+\lambda_{k} \varphi_{k}(t)=f_{k}(t), \quad k=0 \ldots \infty  \tag{26}\\
\varphi_{k}(0)=\left(\Psi^{0}, U_{k}\right), \quad \dot{\varphi}_{k}(0)=\left(\Psi^{1}, U_{k}\right), \quad f_{k}(t)=\left(F(t), U_{k}\right)
\end{gather*}
$$

Here $U_{0}=\{1\}, \lambda_{0}=0$ is the solution of the system (9), orthogonally complementing space $H$. It is easy to find that $U_{0}$ transforms according to the irreducible representation $\alpha$ of the group $S_{2}$.

Taking into account (25) and (26), weak solution of problem (5) is written in the following form [20]

$$
\begin{align*}
U(t) & =\sum_{k=0}^{\infty}\left(\left(\Psi^{0}, U_{k}\right) \cos \left(\sqrt{\lambda_{k}} t\right)+\frac{\left(\Psi^{1}, U_{k}\right)}{\sqrt{\lambda_{k}}} \sin \left(\sqrt{\lambda_{k}} t\right)+\right. \\
& \left.+\frac{1}{\sqrt{\lambda_{k}}} \int_{0}^{t} \sin \left(\sqrt{\lambda_{k}}(t-s)\right)\left(F(t), U_{k}\right) d s\right) U_{k}+ \\
& +\left(\int_{0}^{t} \int_{0}^{s}\left(F(s), U_{0}\right) d s d s+\left(\Psi^{1}, U_{0}\right) t+\left(\Psi^{0}, U_{0}\right)\right) U_{0} . \tag{27}
\end{align*}
$$

We will decompose $F(t), \Psi^{0}, \Psi^{1}$ on the basis of the group $S_{2}$ irreducible representations

$$
\begin{align*}
F(t) & =\sum_{v=\alpha, \beta} P^{(v)} F(t)=\sum_{v=\alpha, \beta} F^{(v)}(t) \\
\Psi^{0} & =\sum_{v=\alpha, \beta} P^{(v)} \Psi^{0}=\sum_{v=\alpha, \beta} \Psi^{0(v)}  \tag{28}\\
\Psi^{1} & =\sum_{v=\alpha, \beta} P^{(v)} \Psi^{1}=\sum_{v=\alpha, \beta} \Psi^{1(v)}
\end{align*}
$$

Since the subspaces $H^{(\alpha)}$ and $H^{(\beta)}$ are orthogonal, the scalar products where non-zero projections of vectors $F(t), \Psi^{0}, \Psi^{1}$ on one side and the eigenfunction $U_{k}$ on the other side, belong to different subspaces, will be zeroed out. If in (28), projections of the vectors $F(t), \Psi^{0}, \Psi^{1}$ on any of the subspaces will be simultaneously equal to zero then in the weak solution of (27), we can neglect the subspectra and corresponding eigenfunctions that belong to subspaces where projections of vectors $F(t), \Psi^{0}, \Psi^{1}$ are both equal to zero.

Conclusion. The group-theoretic approach considered in this work is useful in solution and analysis of the more complex spectral and evolutionary problems generated by vibrations of symmetrical rod and beams systems, presented, for example, in [21].

Symmetry classification of eigenfunctions of the boundary value problem operator allows to simplify eigenvalues calculation process via solving the problem in subspaces of lower dimension than the initial space. Hence, the spectrum is divided into subspectra corresponding to the elements of these subspaces. As a benefit asymptotic behavior for each of the subspectra can be obtained.

In the weak solution of the evolutionary problem, orthogonality of the obtained subspaces admits not to use eigenfunctions that belong to those subspaces where
projections of the initial conditions and the right-hand side of the equation are equal to zero at the same time. In case of limitations on the number of eigenfunctions used, this approach increases convergence of the solution to the exact one.
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